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Summary
My Networking Lab at Caltech conducts research in control and optimization of networks
and protocols. I have built a research program that integrates theory, algorithm,
implementation, experiments, and applications, where these elements inform and
influence each other intimately. This project is part of our overall program with a broad
objective of investigating issues in "large-scale" networks. Here "large-scale" refers to
networks with large number of high capacity nodes and transmission links, and shared by
a large number of users. It is almost impossible to simulate such networks and we aim to
develop mathematical tools to uncover their structure, illuminate issues, and design
solutions.

The focus of our study has slightly changed since the submission of the proposal. Even
though the new focus still studies issues in distributing large contents over "large-scale"
networks, we have decided to postpone the study of algorithms for server allocation and
placement. We have found that before we can optimally deploy servers around the
network, we first need to develop means for them to transfer large amount of data at high
speed over large distance. This is the objective of the Caltech FAST project, of which
this is a part.

In the three year project period:
I. We have developed a mathematical theory to understand large scale networks under

end-to-end control such as the Internet.
2. We have used the theory to explain the deficiencies of the current TCP congestion

control algorithm and design new ones.
3. We have implemented the new design as a new protocol FAST TCP.
4. We have worked with a large number of collaborators around the world to test, and

refine, the protocol on production networks. The software prototype that we
developed has been used by the high energy physics community to break world
records on data transfer in the 2003, 2004, and 2005.

5. We have just started a company to transfer the technology to the industry.

In the following, we describe these activities and the major findings in more detail.
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Motivation
The high energy and nuclear physics (HENP) community is exploring the fundamental
interactions, structures and symmetries that govern the nature of matter and spacetime in
the Universe. The largest HENP experiments are those in the late stages of preparing to
take data at CERN's Large Hadron Collider beginning in 2007; these collaborations
number around 3000 physicists and engineers from 200 universities and laboratories
around the world. One of the principal tenets of the HENP community is the principal
that all physicists should have the tools and access to the experiment's data, no matter
where they are located. Thus, the community is dependent on the availability of high
performance networks which are used to move scientific datasets both from the
experiment itself to remote locations, and, in the case of result and Monte Carlo
simulation data, between pairs of institutes worldwide. Rapid and reliable data transport,
at speeds from 1Gbps through 10Gbps, then to 100Gbps in the next few years, is a key
capability for the community.

As the scientists build up their network infrastructure, they immediately hit the bottleneck
imposed by the TCP algorithm. As their network grows in size and capacity, the
efficiency of the network drops steadily. One of the causes has been identified early to
be TCP algorithm, and many ad hoc tweaks have been proposed and tried to address the
problem, without much success. This motivates a more comprehensive approach of the
FAST Project.

Theory, algorithm, implementation, experiments

We have developed a duality model that interprets any TCP/AQM algorithm as a
distributed asynchronous primal-dual algorithm carried out over the Internet in real-time
in the form of congestion control to solve a utility maximization problem. Different
algorithms differ merely in the utility functions they implicitly optimize. The model
allows us to understand the limitations of the current TCP, and the many hacks that have
been proposed, and design new algorithms. Until five or so years ago, the state of the art
in TCP research has been simulation-based using simplistic scenarios, with often a single
bottleneck link and a single class of algorithms. We have now a theory that can predict
the equilibrium behavior of an arbitrary network under any TCP-like algorithm.
Moreover, for the first time, we can prove, and design, their stability properties in the
presence of feedback delay for arbitrary networks. We have developed new theoretical
tools for proving global and local stability in the presence of feedback delay.

We have implemented the insights from this series of theoretical work in a software
prototype FAST TCP. We have been working with our collaborators worldwide in the
last three years to test and refine the algorithm using global production networks,
including Abilene (Intemet2 backbone), CENIC, HENP trans-Atlantic network, etc. The
HENP community has been using our software to break world records in data transfer in
2003, 2004, and 2005. For example, in the last SuperComputing Conference in
November 2005, Caltech HENP professor Harvey Newman and his team used FAST



TCP in their experiment that set a record of 150Gbps aggregate transfer rate over a
collection of 10Gbps links.

Figure 1 below shows the network diagram for the Bandwidth Challenge at
SuperComputing Conference in November 2004.
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Figure 1. Network diagram for 2004 SuperComputing Conference Bandwidth Challenge
(Source: Professor Harvey Newman, Caltech). The record-breaking experiment utilizes
Abilene (Internet2 backbone and the trans-Atlantic high-energy physics network between
Chicago PoP and CERN in Geneva.

Figure 2 below shows some experimental results using FastTCP. The left panel shows
data transfer across the Atlantic from Sunnyvale through Chicago to Geneva: FastTCP
improved the throughput by 5 times. The right panel compares the performance of
FastTCP with several other TCP variants over an emulated lossy network. It shows the
throughput achieved by these TCP variants as a function of random packet loss rate:
FastTCP was able to achieve close to the theoretical maximum while other variants
collapse when the loss rate exceeds 5%.
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Figure 2. Performance of FastTCP over a trans-Atlantic Gigabit network and over an
emulated lossy link.

Technology transfer
We have started a company, FastSoft, Inc., to commercialize the research prototype. The
first product of the company will be an appliance, FastSoft Aria 100, that embodies the
basic FastTCP technology. It improves TCP transfer dramatically - by 30 times in
"typical" conditions - and robustly - across a wide range of operating conditions. Figure
3 shows a testbed we use to benchmark the appliance. It uses an emulated network to
emulate various operating conditions over WAN. We measured the throughput achieved
at the application layer (by iperf) between the sender and receiver, with and without Aria
1000 in front of the sender.
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Figure 3. Testbed for benchmark of Aria 1000. The emulated network emulate a WAN
with different capacity, distance of transfer, and random packet loss rate. The sender and
the receiver are Linux servers.

Figures 4(a) and 4(b) compare the throughput in various operating conditions without
Aria 1000 (left panel) and with Aria 100 (right panel). As shown in the figures, Aria
1000 not only achieves a much higher throughput, more important, the performance is
much more predictable.
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Figure 4(a). Throughput comparison over a WAN with 3Mbps capacity. Left: without
Aria 1000; right: with Aria 1000.
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Figure 4(b). Throughput comparison over a WAN with 155Mbps (OC3) capacity. Left:
without Aria 1000; right: with Aria 1000.
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Publications
In the last 3 years, 20 journal papers/book chapters and 20 conference papers have been
published or accepted for publication on the FAST project. The journal papers/book
chapters are listed below. Almost all of the conference papers evolve into a journal
paper and therefore they are not separately listed.

Journal papers and book chapters
1. Equilibrium of Heterogeneous Congestion Control Protocols. A. Tang, J. Wang,

S. H. Low and J. C. Doyle. IEEE/ACM Transactions on Networking, to appear
2007

2. FAST TCP: motivation, architecture, algorithms, performance. D. X. Wei, C. Jin,
S. H. Low and S. Hegde. IEEE/ACM Transactions on Networking, to appear
2007

3. Asynchronous distributed averaging on communication networks. M. Mehyar, D.
Spanos, J. Pongsajapan, S. H. Low and R. M. Murray. IEEE/ACM Transactions
on Networking, August 2007

4. Dual scheduling algorithm in a generalized switch: asymptotic optimality and
throughput optimality. L. Chen, S. H. Low and J. C. Doyle. in High-Performance
Packet Switching Architectures, Itamar Elhanany and Mounir Hamdi (Eds.),
Springer, June 2006

5. Grid networks and TCP services, protocols, and technologies
B. Wydrowski, S. Hegde, M. Suchara, R. Witt and S. H. Low. in Grid Networks:
Enabling Grids with Advanced Communication Technology, F. Travostino, J.
Mambretti, G. Karmous-Edwards (Eds.), John Wiley & Sons, May 2006

6. Modeling and stability of FAST TCP. J. Wang, D. X. Wei, J-Y. Choi and S. H.
Low. IMA Volumes in Mathematics and its Applications, Volume 143: Wireless
Communications, Prathima Agrawal, Matthew Andrews, Philip J. Fleming,
George Yin, and Lisa Zhang (Eds.), Springer Science, 2006

7. Counter-intuitive throughput behavior in networks under end-to-end control, A.
Tang, J. Wang and S. H. Low. IEEE/ACM Transactions on Networking, April
2006

8. Equilibrium and fairness of networks shared by TCP Reno and FAST, K. A.
Tang, J. Wang, S. Hegde and S. H. Low. Telecommunications Systems special
issue on High Speed Transport Protocols, 30(4): 417-439, December 2005



9. Cross-layer Optimization in TCP/IP Networks, J. Wang, L. Li, S. H. Low and J.
C. Doyle. IEEE/ACM Trans. on Networking, 13(3):582-568, June 2005

10. Congestion control for high performance, stability and fairness in general
networks, F. Paganini, Z. Wang, J. C. Doyle and S. H. Low. IEEE/ACM
Transactions on Networking, 13(1):43-56, February 2005

11. FAST TCP: From Theory to Experiments, C. Jin, D. X. Wei, S. H. Low, G.
Buhrmaster, J. Bunn, D. H. Choe, R. L. A. Cottrell, J. C. Doyle, W. Feng, 0.
Martin, H. Newman, F. Paganini, S. Ravot, S. Singh. IEEE Network, 19(l):4-1 1,
January/February 2005

12. Duality-based TCP congestion control with error analysis, M. Mehyar, D. Spanos
and S. H. Low. in Performance Evaluation and Planning Methods for the Next
Generation Internet, Andre Girard, Brunilde Sanso and Felisa Vazquez-Abad
(Eds.), Springer, 2005

13. Stabilized Vegas, D. H. Choe and S. H. Low. in Advances in Communication
Control Networks, Lecture Notes in Control and Information Sciences , Vol. 308,
Tarbouriech, Sophie; Abdallah, Chaouki; Chiasson, John (Eds.), Springer Press,
2004

14. Stabilized Vegas. D. H. Choe and S. H. Low. in Advances in Communication
Control Networks, Lecture Notes in Control and Information Sciences , Vol. 308,
Tarbouriech, Sophie; Abdallah, Chaouki; Chiasson, John (Eds.), Springer Press,
2004

15. Allocating commodity resources in aggregate traffic networks. N. G. Duffield
and S. H. Low. Performance Evaluation Journal, 57(3):279-306, July 2004

16. Understanding CHOKe: throughput and spatial characteristics. A. Tang, J. Wang
and S. H. Low; IEEE/ACM Trans. on Networking, 12(4):694-707, August, 2004

17. A mathematcial framework for designing a low-loss, low-delay Internet (invited).
S. H. Low and R. Srikant. Networks and Spatial Economics, special issue on
"Crossovers between Transportation Planning and Tellecommunications", 4:75-
101, March 2004

18. A Control Theoretical Look at Internet Congestion Control. F. Paganini, J. C.
Doyle and S. H. Low; in Multidisciplinary Research in Control: The Mohammed
Dahleh Symposium 2002. Eds. L. Giarre' and B. Bamieh, Lecture Notes in
Control and Information Sciences, N. 289, Springer-Verlag, Berlin, 2003

19. Linear stability of TCP/RED and a scalable control. S. H. Low, F. Paganini, J.
Wang and J. C. Doyle; Computer Networks Journal, 43(5):633-647, December
2003

20. A Duality Model of TCP and Queue Management Algorithms. S. H. Low
IEEE/ACM Transactions on Networking, 11 (4):525-536, August 2003

Interactions/transitions
We have developed close collaborative relations with applications community as well as
the mathematics experts. On the theory side, we are working closely with

"* Prof John Doyle of EE/CDS/BE Departments, Caltech
"* Prof Fernando Paganini of EE Department, UCLA.



On experiment and applications side, we are working closely with
* Prof Harvey Newman of Physics Division, Caltech
* Jim Pool, CACR, Caltech
* Les Cottrell of SLAC, Stanford University
* Guy Almes of Internet2 (now NSF)
* David Lapsley of Haystack Observatory, MIT
* Olivier Martin of CERN
* Linda Winkler, TeraGrid, Argonne National Lab
* Bob Aiken, Chris McGugan, Steven Yip, Cisco
* Jim Grey, Microsoft
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